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Abstract 

This paper presents the Uralic Typological Database (UraTyp 1.0), a typological dataset of 35 

Uralic languages and a total of 360 features, mainly covering the levels of morphology, syntax, 

and phonology. The features belong to two different datasets: 195 featuresô definitions originate 

from the Grambank (GB) database, developed for comparison of world language typology, 

whereas 165 features (UT) have been designed specifically to describe the typological variation 

within the Uralic language family. We present a series of analyses of the dataset demonstrating its 

scope and possibilities. The complete data set correctly identifies the main Uralic subgroups in a 

Principal Components Analysis, whereas GB data alone is insufficiently granular to detect this 

family-internal structure. Similar analyses limited to various typological subdomains also give 

variable results. A model-based admixture analysis identifies four distinct areas of historical 

interaction: Saami, Finnic, the Volga area and Ob-Ugric.  
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1. Introduction  

 

Uralic languages have been mostly neglected in global comparisons of language typology.  Where 

Uralic languages are included, most often it is only Finnish, Hungarian, and to some extent 

Estonian ï all large state languages from Western Europe ï which are treated as representative 

(see, e.g., Greenhill et al. 2010). Whereas typological information on these languages is readily 

available, access to documentation of some other members of the Uralic family additionally 

requires familiarity with scientific literature in various languages (e.g., Russian, Finnish, German, 

Hungarian, Swedish); the data is often scattered across different types of sources originating from 

different time periods. Despite the fragmentation of sources, the family is relatively well studied, 

and in recent years the documentation and description of these languages has improved in both 

breadth and depth. Still, due to the lack of systematically organized comparative typological data 

on Uralic languages, outstanding questions about the structural diversity of the family are still to 

be answered. 

The lack of coherent, family-wide typological data was the main driving force for creating 

the Uralic Typological Database (UraTyp), the first large-scale typological database where Uralic 

languages from all the main branches are equally represented. The data includes 360 binary 

features belonging to two different datasets: 195 features defined in the Grambank database (ñGB 

dataò) developed for comparative typological investigation of the languages of the world, and 165 

designed by the authorship (MN, KP, HM, GK, ES) to specifically capture the Uralic typology 

(ñUT dataò). The current paper has two main aims. First, the database is offered for public use 

with this paper and thus we introduce the database: how the feature lists were created, how the 

data was collected and how to access the data. The second aim is to visualize the linguistic patterns 

and typological diversity within the Uralic languages. With quantitative analyses we clustered the 

data to see if it accurately identifies the conventional branches of the Uralic languages; a subsidiary 

question was to see whether the GB traits alone could represent Uralic typological variation in 

global cross-comparisons. In addition, as the features represented three main levels of language 

structure (phonology, morpho-lexicon, and syntax), we explored whether typological diversity at 

each of these three levels would similarly identify the Uralic language groups. Finally, we wanted 

to demonstrate that typological data can be used also for diachronic studies. We present model-

based clustering analyses which allow for historical inferences based on the evolution of Uralic 
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typological diversity. In all, we demonstrate the possibilities for combining extensive data and 

quantitative approaches for studies of the Uralic language family.  

 The early studies of the Uralic languages were descriptive and influenced by linguistic 

understanding of their dominating contact languages, such as German or Russian. Since the 19th 

century comparisons between different Uralic languages and subgroups have been carried out 

mainly in a historical-comparative framework. The functional-typological study of these 

languages has developed only during the last decades focusing mainly on certain morphosyntactic 

features, such as negation (Miestamo et al. 2015) or the essive (De Groot 2017). The book on 

negation contains 17 chapters on different languages and a typological overview, whereas the book 

on the essive includes 21 languages in separate chapters and a typological overview. Although 

there exists in-depth research on particular typological features, research on a multitude of features 

belonging to various linguistic levels is lacking. Need for systematic data sets where the values of 

features are defined in a similar way to enable family-wide typological studies has been expressed 

in several studies (see Klumpp et al. 2018; Miestamo 2018; Veenker 1985).   

The traditions of Uralic historical linguistics have had an impact on defining research 

questions of typological studies, too. For instance, the location and spread of the Proto-Uralic 

homeland, the typological profile of Proto-Uralic, and historical contacts with other language 

families are still topical issues in the newest studies related to Uralic languages (e.g., Nichols 2021; 

Grünthal et al., in press). Besides that, the areal-typological approach has been important both in 

studies of Uralic languages (Helimski 2003) and in broader studies of specific language areas, such 

as the Circum-Baltic area (Koptjevskaja-Tamm & Wälchli 2001). The position of Hungarian 

within the Uralic family and its position with regard to Standard Average European has been a 

question of special interest (see Haspelmath 2001; Laakso 2020). The relationship between various 

language levels in the typological shift of Uralic languages has recently also found attention (cf. 

Klumpp et al. 2018; Nichols 2021). These studies, however, are mainly qualitative, or are based 

on a limited set of features. 

There are also large-scale quantitative studies that make use of the family-wide data of the 

Uralic languages but they have mainly been based on lexical data (Honkola et al. 2013; Lehtinen 

et al. 2014; Syrjänen et al. 2013). For instance, Syrjänen et al. (2013) studied the robustness of the 

shape of the Uralic language family by analyzing different sets of basic vocabulary with Bayesian 

phylogenetic methods. Including lexical data in the research means considering cognates and 
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sound changes, thus, working with a similar linguistic material as comparative linguists do. As 

regards structural data, there are studies that take a closer look at a particular subfield. For example, 

Pajusalu et al. (2018) used 33 phonological traits from 28 Uralic languages, and found that 

phonological traits divide the family primarily into western and central-eastern clusters. Although 

typological data can act as an independent source of information, together with lexical data it can 

provide us with a more complete picture of the Uralic languages and their past. 

As the current typological diversity is the product of diachronic processes, it is important to 

look at synchronic diversity in terms of the diachronic processes which produced them. This cannot 

be studied from individual features only but family-level typological surveys are needed. Past 

decades have witnessed the emergence of various online databases that contain structural 

information, the World Atlas of Language Structures (WALS; see Dryer & Haspelmath 2013) 

being the most widely known. Currently, WALS contains information on 2,662 languages and 192 

features. There is information on 27 Uralic languages but their representation varies: in the entire 

database, Veps has 1 entry (i.e., feature studied), Livonian ï 5, Erzya ï 39, Udmurt ï 46, Estonian 

ï 60, Mansi ï 63, Hungarian and Finnish ï 155. Due to unequal coverage in WALS and the fact 

that Finnish, Hungarian, and Estonian are the most widely studied Uralic languages, other 

languages have often been neglected or are included sporadically in large-scale global 

comparisons. For example, Greenhill et al. (2010) only include Hungarian and Finnish in their 

study and Dediu & Levinson (2012) consider 3 to 12 Uralic languages depending on the feature. 

This western geographic bias has been a persistent problem for a balanced understanding of the 

typological diversity of the Uralic family.   

The most recent attempt at global data collection is the Grambank initiative developed at the 

Department of Cultural and Linguistic Evolution at the Max Planck Institute for the Science of 

Human History and at the Max Planck Institute for Evolutionary Anthropology (see Skirgård et 

al., submitted). While WALS aims at global coverage of interesting typological features, the 

Grambank data was meant to thoroughly cover typological diversity across language families. The 

developers of Grambank have set a goal to provide structural information about half of the worldôs 

languages (https://glottobank.org/#grambank). We joined the project to help to collect the Uralic 

languages for the Grambank database. With our experience in many different scientific traditions 

(notably Finnish and Russian), and by involving language experts, the Grambank part of the data 

now includes maximally complete data from as many as 29 Uralic language varieties. Grambank 
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data aims at analyzing the global linguistic diversity (Skirgård et al., submitted ms). Accordingly, 

the linguistic features collected in Grambank are designed to differentiate language families from 

each other and the data only partially fulfils the need to study typological variation within the 

Uralic family. We wanted to supplement the Grambank list of features with Uralic-specific data. 

Alongside this paper we will publish the Uralic typological data including both the GB and UT 

features (see Section 2.3 for data availability). Further we offer the data for easy use in the visual 

user interface Uralic Typological Database (UraTyp) in (https://uralic.clld.org/). The visual user 

interface is built in co-operation with MPI-EVA. 

The paper proceeds as follows. In Section 2, we introduce the UraTyp database. We first give 

an overview of various attempts to create such a database and then proceed to explain how the 

UraTyp database was created; finally, we provide information on how to access the data. Section 

3 presents the methods and results of analyses carried out using the UraTyp database. Section 4 

provides a discussion and Section 5 draws main conclusions. 

 

 

2.  UraTyp & Uralic languages in Grambank  

 

2.1. Previous systematic documentation of Uralic typological diversity 

 

Whereas there are typological databases containing information on the languages of some branches 

of Uralic, e.g. the Typological Database of the Ugric Languages (Havas et al. 2015), attempts to 

build a database covering the whole Uralic family have turned out to be unsuccessful. The first 

known attempt to systematize the very extensive but inconsistent information available on the 

structures of the Uralic languages was the ñDialectologia Uralicaò project initiated by Wolfgang 

Veenker (Hamburg) in the 1980s. He presented his idea at the Congress for Finno-Ugric Studies 

in 1980, and organized the kick-off symposium in Hamburg in 1984. Veenker introduced a unified 

model for classifying and systematizing morphological information of different languages and 

dialects. His method consisted in coding morphological forms on a uniform basis: in the paradigms 

every morphological form becomes a code; every category has its own position in the code and its 

values are marked by numbers. Veenker also planned to develop models for phonology and 

morphonology. The first attempts to apply the morphology model for different languages showed 
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that it worked well. Nevertheless, the project requiring broad international cooperation did not take 

off; above all, the Iron Curtain was an obstacle. (Veenker 1985; Hausenberg & Kokla 1988.) 

In the 2000s, at the initiative of Ferenc Havas (Budapest), a new attempt was made to establish 

international cooperation in compiling a typological database of Uralic languages. Havas presented 

his idea at the Congress for Finno-Ugric Studies in 2005 and 2010; in 2010, he also organized a 

workshop on this topic. In 2008, a kick-off conference of the Uralic Typology Database Project 

was held in Vienna, focusing on morphosyntactic and syntactic features. Havasô idea was based 

on a functional-typological approach: to collect and present typological specifications of different 

syntactic, morphosyntactic and morphological functions in Uralic languages and present them in 

the form of tables (Havas 2010). As there were also no possibilities to implement this project in 

its entirety, the Typological Database of Ugric Languages was launched at Loránd Eötvös 

University in Budapest. It has been publicly available since 2015 and it contains 200 

morphophonological, morphological, morphosyntactic and syntactic features from four Ugric 

varieties: Synja Khanty, Surgut Khanty, Northern Mansi, and Hungarian (Havas et al. 2015). 

In 2016, the workshop ñTypology of Uralic Languages: Towards Better Comparabilityò at 

the 49th Annual Meeting of the Societas Linguistica Europaea in Naples was organized by Gerson 

Klumpp (Tartu), Lidia Federica Mazzitelli (Bremen), and Fedor Rozhanskiy (Tartu). Outcomes of 

the workshop are presented in a publication that contains systematic typological overviews. E.g., 

Klumpp et al. (2018) analyze 25 phonetic and grammatical features in 30 Uralic varieties, and 

Pajusalu et al. (2018) study 33 word-prosodic and segmental features of 28 Uralic varieties. 

The UraTyp database presented in this paper grew out from seed money by Kone Foundation 

in 2013 but it became fully-fledged only thanks to funding from the University of Turku (Kipot ja 

kielet óPots and languagesô, 2018ï2020). Collecting the GB features for Uralic languages and 

creating the UT list of features and collecting them was a joint effort between the University of 

Turku, University of Tartu and Uppsala University. The team cooperated with the Grambank 

initiative to ensure a similar data collection procedure within all the GB languages. 

Here, it is also worth noting that databases like Grambank and UraTyp do not replace or 

downgrade previous databases but rather supplement them by introducing new angles to study 

typological diversity and by opening up new possibilities for various types of quantitative and 

qualitative analyses. 
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2.2. Creating the UraTyp database 

 

2.2.1. Uralic languages in Grambank 

The Grambank database was designed to give a broad typological overview of languages, coded 

in terms of abstract features ï usually in the form of presence or absence of a particular 

grammatical function/feature. The features included (all in all 195) were chosen as the result of 

several generations of development of questionnaires, workshopped by a broad consortium of 

linguists. Within the Grambank project languages were coded by trained coders, for the most part 

using published sources. Each feature had a ñpatronò, who was responsible for documenting 

coding decisions and communicating standardized coding principles to the coders. (Full 

description of Grambank features will appear in Skirgård et al. submitted ms.) 

We employed a coder trained within the Grambank project (Richard Kowalik) to collect the 

Grambank features from those Uralic languages not yet included in the Grambank database. Before 

our contribution, Grambank coders had already initiated the collection of some Uralic languages, 

but coverage of this language family was rather sporadic due to lack of typologically oriented 

literature. We now succeeded in covering the Uralic languages better for we used language experts 

as data source besides grammar descriptions and grammar sketches. We chose this strategy since 

for several Uralic languages, comprehensive literature is not yet available but several of the experts 

are working on grammatical descriptions of the languages. Therefore, answers for features were 

also extracted from the expertsô unpublished grammar sketches or their private databases. 

Consulting language experts yielded far more complete coverage of data than is typical for 

typological databases of this kind. The list of language experts can be found in the 

Acknowledgments and in full details from the data release (Norvik et al. 2021; see also Appendix 

2). From the authors of this paper GK, RK, HM, MN, KP, MP, ES also acted as language experts.  

 

2.2.2. Defining the UT features 

In order to make the UraTyp database compatible with the Grambank database, we adopted the 

general principles used for designing the GB questionnaire and collecting the data. Thus, the 

questions about typological features were created in a way they could be answered in a binary 

form: Yes/Present or No/Absent. To compare, in WALS, the number of answer options varies 
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from question to question. The following example illustrates how the information is 

collected/presented in these three databases: 

 

(1)  Grambank: Is there overt morphological marking on the verb dedicated to past tense? ï 

Yes/No 

(2)  UraTyp: Can tense be expressed overtly on the negative marker? ï Yes/No 

(3)  WALS: The Past Tense ï  

a. Past/non-past distinction marked; no remoteness distinction,  

b. Past/non-past distinction marked; 2ï3 degrees of remoteness distinguished,  

c. Past/non-past distinction marked; at least 4 degrees of remoteness distinguished,  

d. No grammatical marking of past/non-past distinction (Dahl & Velupillai 2013) 

 

The UT features were designed not to repeat but to elaborate on the GB features, keeping in mind 

the specifics of the Uralic languages. To achieve this, we familiarized ourselves with the GB 

features. Whereas Grambank does not contain any features on phonology, the UT list was designed 

so that about 1/3 of the features would ask about phonology. Differently from GB features, the UT 

features were provided with glossed linguistic examples to illustrate the feature. Glossed examples 

can also be found in WALS and the Typological Database of the Ugric Languages. The final 

version of the UT questionnaire included 165 questions, each one providing information on a 

typological feature: 51 on phonology, 53 on syntax, 55 on morphology and 6 on the lexicon. 

When creating the UT questions, our goal was to have them as broad as possible, while also 

capturing the variation within the Uralic family. The questions were also designed to be specific 

enough to avoid ambiguous answers. Following the procedure used to develop Grambank, every 

question was provided with information on what to consider when answering a question (e.g., in 

the case of UT questions on phonology it was asked not to consider recent loanwords). The 

descriptions are included in the user interface but they are also available in Norvik et al. (2021). 

Regardless of the attempt to have the UT questionnaire finalized by the time the coding 

process started, almost every language brought up a handful of issues that had to be tackled. Some 

of the issues required us to make some refinements in the questions or in the accompanying 

descriptions (the GB feature list had undergone this iterative process earlier). For instance, the 

question UT045 Is copula needed for predicate nominals in the 3rd person form of the present 
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tense? specifically asks about the 3rd person form of the present tense. Although for some 

languages (e.g., Estonian) no specification was needed, in Surgut Khanty, there is no copula in the 

3rd person form of the present tense but its use is optional in the 1st and 2nd persons, while in the 

past tense copula is obligatory in all persons (Csepregi & Gugán, to appear). Such revisions of 

questions and descriptions throughout the process enabled us to diminish ambiguity and keep the 

amount of missing information to a minimum. Occasionally, this meant re-coding the respective 

features in the case of languages that had already been coded. This could be easily done as we 

were working with around 30 languages and the answers were provided with examples. The 

UraTyp 1.0, which is released together with the present article, represents the finalized version of 

the database; the respective datasets were also used to carry out the analyses presented in this 

article.  

 

2.2.3. Coding the Uralic languages 

Most of the UT questions were answered during face-to-face meetings between the language 

expert and the coder (see the full list of language experts in Norvik et al. 2021). When filling out 

the UT questionnaire, the language experts were encouraged to provide examples or check 

examples provided by the coder whenever the answer was 1 óyesô and add comments if necessary 

(answers for GB questions are occasionally followed by a comment). Depending on what was 

available, the language experts consulted grammar books/sketches, text collections, fieldwork data 

or used their knowledge as a native speaker. Although consulting experts and giving examples 

(and sometimes also commenting on them) made the process time-consuming, this adds a valuable 

qualitative dimension to the database while also reducing the number of ñno informationò entries 

to the minimum. Furthermore, comments and examples turned out to be useful in the process of 

revising and correcting the data (see above) as they enabled us to understand the reasoning behind 

an answer and discover obvious mistakes whenever a question was misinterpreted. Working with 

experts was also preferred when filling out the Grambank questionnaires for the Uralic languages. 

The outcome in the case of both datasets is a combination of literature search by coder and expert 

and interviews with the experts.  

Throughout the process, it was necessary to agree upon several recurring coding-related 

questions brought up by our team members or language experts. 
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ǒ What language / state of the language are we coding? The general principle was to code 

the modern-day standard language whenever possible. Still, there are languages (such as 

Finnish) that have high prestige, official status and a literary standard, and where in 

addition to dialects there is a spoken variety that may be quite different from the literary 

standard. In this case, we coded the literary language but, if something was especially 

dominant in the spoken language, we included such information as well. As regards Uralic 

languages which are included in our database but are not in active use anymore (e.g. 

Ingrian), have gone extinct (Kamas) or have no literary standard but exist in the form of 

several dialects (e.g. Ludic), we chose one particular language variety and considered what 

is/was characteristic or more widely spread in it. In some instances, this meant coding the 

language of the mid-20th century.  

ǒ Another issue, related to the previous one, is the doculect a coding is based on. A doculect 

is a ódocumented lectô, i.e., a linguistic variety as described in a specific source (Good & 

Cysouw 2013). Any grammar or data source will inherently reflect a certain linguistic 

variety, also with respect to time/a chronolect. For instance, the (written) material that 

answers for Eastern Mansi are based on is more than 110 years old, whereas other 

languages (e.g. South Saami) are coded based on contemporary, spoken language. Such 

differences in doculects are inherently part of any large-scale typological data set.  

ǒ How to ensure consistency in providing answers? To achieve this, following the GB 

principles, the questions were designed so that it would be possible to ask for the 

presence/absence of a feature via its function and not by its name (e.g., case names) as 

these might be put to different uses depending on a tradition of language description. Still, 

as not all the necessary information can be included in questions, the information on what 

to take into account when providing answers was included in the accompanying 

descriptions (as also done in GB). For example, in the case of questions on differential 

object marking (UT110ï112) we only asked to think about finite clauses. Such decisions 

were made to avoid instances where an answer 1 óyesô can mean several things. We also 

had joint training for the coders of UT features to ensure consistency in understanding and 

explaining the questions. The GB features were coded according to the training procedure 

of the Grambank team.  
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ǒ How to deal with foreign influence? No language lives in a vacuum, thus, ignoring all the 

foreign influence would distort the picture and give as a result a language that never existed. 

However, we decided not to consider the very recent foreign influence or loss of features 

that go hand in hand with language death. For example, in the case of the question UT158 

Is there a constraint on word-initial  r? we specified in the description that when answering 

the question recent Russian loanwords are not considered. Still, it was not always easy to 

decide. The comments section was used to provide extra information about possible foreign 

influence.   

ǒ How common does a feature have to be in order to count as 1 óyesô? In general, this issue 

was avoided by careful formulation of the questions. Occasionally it was specified in the 

question whether something should be common or possible, e.g., UT019 Is it common to 

use a verb in the present tense for future time reference?, UT100 Is it possible to use 

singular with paired body parts/clothing/accessories that accompany them?. Again, 

general principles on when to code 1 óyesô or 0 ónoô were specified in the descriptions. 

Whenever it was necessary to add some extra information it was done in the comments 

section of the language in question.   

 

2.2.4. Combining GB and UT data into UraTyp  

The 165 UT questions with additional 195 questions in the GB questionnaire make up the Uralic 

Typological Database (UraTyp) with 360 features. The features belong to different typological 

domains, including e.g. 12 questions of agreement (5 in GB and 7 in UT data; see the exact 

distribution in Figure 1). To illustrate the variation of themes we further listed the questions by 

keywords (Figure 2). The distribution by domain (Figure 1) is meant to give a broader picture of 

the features included in UraTyp, while the keywords (Figure 2) provide a more fine-grained 

distinction of features. It is important to note that both Figures 1 and 2 include 147 out of 195 GB 

questions as the remaining 48 questions were not considered relevant for the Uralic languages 

(e.g., questions on gender distinctions are irrelevant as none of the Uralic languages expresses 

this). The UraTyp database, however, includes all 360 questions in order to allow for comparison 

of Uralic languages to global Grambank data (see more in Section 5).  
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Figure 1. Distribution of features in the UraTyp data divided into different typological subdomains 

and colored by the division into GB and UT features. 
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Figure 2. Distribution of features in the UraTyp data divided into different keywords and colored 

by the division into GB and UT features.  

 

As Figures 1 and 2 reveal, some domains are covered only or mostly by the UT questionnaire, 

some only or mostly by GB questionnaire. For instance, only the UT questionnaire includes 

questions on phonology, non-finite forms, differential object marking, and order of suffixes, but 

only the GB questionnaire contains questions on interrogation, alignment, and various types of 

word formation. As a result, the two parts complement each other although they can be used on 

their own. This is licensed by the fact that on several occasions the questions covered by the GB 
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part are of a more general type, whereas the UT questions are more specific. To exemplify, in the 

GB questionnaire there are questions that ask whether there are morphological cases for core 

arguments and oblique NPs, whereas the UT list allows for a more detailed approach, e.g., UT086 

Is there a locative case that marks goal?, UT094 Is there a separate case for marking 

accompaniment, which is different from the instrumental?, etc. 

 

2.3. Data availability   

 

At the time of submitting this paper, there are 29 Uralic languages / language varieties coded with 

the GB questionnaire and 33 with the UT questionnaire. The total number of languages is 35, 

covering all the branches of the Uralic language family. For a majority of languages, we have both 

GB and UT parts; one or the other part is missing only for a few languages. Komi-Permyak and 

Ume Saami are only found in GB, whereas UT includes 6 languages (Inari Saami, North Saami, 

Kazym Khanty, North Mansi, Tundra Nenets, Udmurt) that are not currently covered in GB data 

(see also Figure 3 in Section 3). 

In conformance with the FAIR principles for scientific data management (Wilkinson et al. 

2016), the Uralic Typological Database is published under a Creative Commons Attribution 

license as a CLDF dataset (Forkel et al. 2018) in the Zenodo repository. The Zenodo platform 

ensures that the data will be findable and accessible in the long term, while the CLDF specification 

provides a framework for interoperability. Choosing a CC-BY license makes sure that data reuse 

is possible. Anticipating future changes of the data ï e.g., to adapt to new releases of the Glottolog 

language catalog (Hammarström et al. 2021) ï the data is curated in a version-controlled repository 

on GitHub at https://github.com/cldf-datasets/uratyp, using the CLDFBench toolkit (Forkel & List 

2020). 

The Uralic typological database UraTyp includes the data collected using the UT and GB 

questionnaires. While the dataset is easily accessible for automated reuse from Zenodo (Norvik et 

al. 2021), we also implemented a web application based on the clld toolkit (Forkel et al. 2020) at 

https://uralic.clld.org, which allows for browser based, interactive exploration of the dataset. A 

detailed description of the data, including the list of features and their descriptions, the list of 

language experts and their contributions, and the list of sources can be found in Norvik et al. 

(2021). 

https://uralic.clld.org/
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3. Statistical analyses of the UraTyp data 

 

In order to explore the data and visualize its typological diversity, we analyzed the data in two 

different ways. First, we made a principal component analysis (PCA) to study (dis)similarities 

between Uralic subgroups and further explored which typological features make the distinction 

between particular subfamilies or languages. Second, we clustered the UT data using a model-

based admixture analysis to demonstrate how this typological data can be used to make historical 

inferences. With PCA we studied the complete UraTyp dataset, and also ran separate analyses on 

GB and UT datasets. The separate analyses were carried out for two reasons: First, the joint UraTyp 

database does not currently contain the GB and UT data for all the languages (see Figure 3 below), 

and by separate analyses we were able to visualize all the language relationships. Second, the 

global GB data to be published in Skirgård et al. (submitted ms) will allow for family cross-

comparisons. However, it is unclear how well the GB traits cover the diversity within a given 

language family. Our comparisons between Uralic GB and UT data as well as GB and the whole 

UraTyp will serve as background information for the future comparisons between typological 

diversity within Uralic and that of other language families. We also ran separate PCAs within the 

diverse typological domains of the UT (phonological, morpho-lexical and syntactic) and GB 

(morphological and syntactic) datasets to see how these different typological subdomains perform 

in describing the internal variation within the Uralic family. With these analyses we aim at 

answering the following research questions: (1) how the different datasets perform in dispersing 

the conventional branches of the Uralic language, (2) to what extent the groupings differ if we 

consider the main levels of language structure (phonology, morphology/lexicon, syntax) 

separately. Below, we explain the methods and main results of the analyses. All the statistical code 

for the analyses is provided in Appendix 1.  
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3.1. Overview of the variation in UraTyp data 

 

The UT data covers a total of 165 typological features (questions) across different domains: 

phonology (51 features), morphology/lexicon (61 features) and syntax (53 features) collected from 

33 languages. The 195 GB features that are characterized as morphosyntactic could also be divided 

between morphology/lexicon (98 features) or syntax (97 features); the data comes from 29 

languages. The coverage of the data is high with only few unanswered or unclear entries in the 

data (Figure 3). The high quality was due to exploiting the knowledge of language experts to 

supplement the data available in the published literature. Figure 3 shows the variation of the binary 

answers for the languages. 

 

 

Figure 3. Overview of typological features in the UraTyp database (UT and GB). Each column represents 

one question, i.e. a linguistic feature. The colored cells indicate the presence (red) or absence (blue) of 

certain features (answered as 1 or 0 in the data, respectively), and gray cells indicate that these features are 

uncertain or unknown (indicated as ñ?ò in the data). White rows in the plot represent missing data, i.e. 

unmatched languages between UT and GB datasets. Vertical cells of the same color indicate invariant 

features (features which are present or absent in all languages ï common in the GB features, but by design 

unusual in the UT features). The y axis labels are colored by language subfamilies.  

 

Among the 165 questions that form the UT data, there are only 3 invariant features: all Uralic 

languages need a copula for predicate nominals in the past and/or future tense (UT046), they 

distinguish between animate and inanimate objects in interrogative pronouns (UT106), and S and 

A can be morphologically conflated across clause boundaries (UT014). In comparison, the number 
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of invariant features among the answers collected with the GB questionnaire for Uralic languages 

is higher, since the GB questionnaire was designed to capture world typological variation rather 

than variation within a particular family. Out of 195 features in GB 64 were invariant (10 all 1s; 

54 all 0s in Figure 3). Some features that get 1 óyesô for all the Uralic languages included in GB 

are the following: presence of morphological cases for oblique non-pronominal NPs (GB02) and 

oblique independent pronouns (GB073), occurrence of verbal affixes or clitics that turn intransitive 

verbs into transitive ones (GB113), the use of postpositions (GB075), a decimal numeral system 

(GB333). As regards instances where the values 1 and 0 stand for a particular ordering, all Uralic 

languages behave in the same way. For instance, in ordering the numeral and the noun in the NP: 

the numeral precedes the noun (GB024) or the adnominal possessor noun and possessed noun in a 

pragmatically unmarked clause: the adnominal possessor precedes the possessed noun (GB065). 

As shown in Figure 3 (gray cells), there are only very few occasions where the information is 

uncertain or non-existing in the UT (0.6%) and GB (2%) datasets.  

 

3.2. Clustering UraTyp and its subsets with PCA 

 

For an initial exploration of the typological relationships of these languages we used Principal 

Component Analysis (PCA). PCA is used for reducing the dimensionality of high-dimensional 

data in order to summarize its major parameters of variation. It is used for example in human 

genetic studies to squeeze information from thousands of genetic components (e.g., SNPs) into a 

smaller number of dimensions which summarize the most significant variation in the data, and 

which can be plotted against each other to indicate how (dis)similar human populations are. In the 

UraTyp data, each feature can be considered as an independent axis of variation. PCA rotates the 

frames of reference within this multidimensional space to create new axes ï mathematically 

equivalent in that they preserve the relative positions of all the data points ï but which are selected 

so that the points vary the most of the first axis, the next most of the second axis, and so forth. The 

amount of variance ñexplainedò by each axis is measurable, and axes which explain too little 

variance (e.g. under a conventional threshold of 10% or 5% of the total variance in the dataset) can 

be ignored as irrelevant or uninformative. In our analyses reported below the first two dimensions 

explain 30% or more of the variance, and the third dimension explains less than 10%, so only the 



 

18 
 

first two dimensions (PC1 and PC2) are reported in the paper. The amount of variance (around 

9%) captured by the third dimensions (PC3) can be found in Appendix 1. 

We have run PCA analyses of the joint UraTyp data and separately for all the UT features and 

GB features. The results of these analyses are presented in the first row of Figure 4. As the UT and 

GB languages did not completely match, we had 33 languages in UT analyses, 29 languages in 

GB analyses and 27 languages in UraTyp analyses. We have excluded those features that are 

completely invariant or contain some missing values in certain languages in our PCA analysis. 

Specifically, 23 out of 165 features in UT data and 120 out of 195 features in GB data are removed 

in the PCA analysis.  

 

Figure 4. Principal Component Analysis of all Uralic typological data (UraTyp): The panels show (left to 

right) all UraTyp data, all UT data, all GB data in the top row, and then subsets of the UT data filtered by 




